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Objective

• Survey NASA and USAF projects to gather 
system-level memory requirements / 
desirements.

– Near-term (1 - 5 years)

– Medium-term (5-10 years)

– Long-term (10-15 years)
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Use-Case Approach

• Multi-Organization team surveying projects in 
their mission area.
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Multi-Organization Team

NASA-SMD:

Dan Nakamura (JPL)

Karl Strauss (JPL)

Robert Stone (GSFC)

Alan Leung (GSFC)

Rebekah Austin (GSFC)

NASA-HEOMD:

Hester Yim (JSC)

USAF:

Richard Marquez (AFRL)

Jesse Mee (AFRL)
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Use-Case Parameters
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Parameter Priority
• Result of participants ranking memory 

parameters by importance

– 1st Place: Radiation

– 2nd Place: Capacity

– 3rd Place: Data Rate
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Use Case Views
• Sort the data to extract trends

– By Organization

– By Meta Application

– By Volatile vs Non-Volatile
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By Organization Summary
• Most Aggressive Requirement Leaders:

– Radiation: USAF

– Capacity: NASA-SMD

– Data Rate: NASA-SMD
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By Meta Application
• Meta = synthetic use case encompassing the 

needs from multiple similar projects.

• Reason: Simplify

– 9 meta applications covers 40 potential use cases
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Meta Application Summary

• 1st Place: Instruments

– Driving data volume

• 2nd Place: Mass Store

– Need to store instrument data because of limited 
downlink bandwidth.
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By Volatile Vs Non-Volatile
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Volatile Memory Needs
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Volatile Needs Summary

• Volatile Capacity Needs

– 5   year Target: 1.2 GB

– 10 year Target: 5 GB

– 15 year Target: 100 GB
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Non-Volatile Memory Needs

y = 7E-209x45.27
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Non-Volatile Needs Summary

• Non-Volatile Capacity Needs

– 5   year Target: 512 GB

– 10 year Target: 3 TB

– 15 year Target: 20 TB
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Volatile Memory Available Today
• Largest Capacity: 1G x 8 @ 100 krad

– Today (1 GB): 1x, Usable

– Future (100 GB): 100x, not SWaP
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Non-Volatile Memory Available Today
• Largest Capacity: 16G x 8 @ 60 krad

– Today (512 GB): 32x, Pushing SWaP limit

– Future (20 TB): >1000x, Cannot meet SWaP
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Conclusion
• Need Rad-Hard memory manufacturer’s help to meet 

future memory needs.

• Volatile Memory Req (15 year System-Level)
– Radiation: 83 – 500 kRad
– Capacity: 91 – 100 GB
– Data Rate: 37 Gbps – 1 Tbps

• Non -Volatile Memory Req (15 year System-Level)
– Radiation: 75 – 500 kRad
– Capacity: 13 – 20 TB
– Data Rate: 50 – 56 Gbps
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